Danylo Lykov

Education
University of Chicago Chicago, 1L
PhD in Computer Science Jan 2022 - June 2024

— Quantum variational algorithms, numerical optimization methods.
— Tensor network contraction algorithms, High-Performance GPU simulations.

Research supervisors: Dr. Yuri Alexeev and Dr. Frederic T. Chong

Northern Illinois University, Physics Department DeKalb, IL
MS in Physics Sep 2019 - Dec 2021

— Quantum information science and quantum computing; Solid-state physics, nanophysics

Research supervisor: Dr. Andreas Glatz

Moscow Institute of Physics and Technology Dolgoprudnyy, Russia
BS in applied mathematics and physics Sep 2015 - Jun 2019

— Quantum mechanics, nanophotonics, statistical physics, mathematical analysis
Research supervisor: Prof. Dr. Gordey Lesovik

Employment

Nvidia Corporation

Remote from Chicago, IL Senior Software Engineer - Quantum Computing June 2024 - present
Work directions: Research, development and optimization of cuQuantum SDK, technical leadership
of cuStabilizer library development.

JPMorgan Chase & Co.
New York, NY Global Technology Research Intern June 2023 - Sep 2023
Research directions: efficient distributed GPU simulation of quantum algorithms.

Infleqtion

Boulder, CO Quantum Information Science Intern May 2021 - Aug 2021
Research directions: variational quantum algorithms, optimization of parameters for quantum
algorithms, comparison of performance of quantum and classical combinatorial optimization algorithms.

Argonne National Laboratory

Chicago, IL Research Aide May 2020 - Aug 2020
Research directions: classical simulation of quantum circuits, high-performance computing,
variational quantum algorithms, graph decomposition algorithms

Laboratory of Physics of Quantum Information Technology
Dolgoprudnyy, Russia Research Assistant March 2018 - July 2019
Research directions: quantum computing: metrology, optics and state tomography.

Skolkovo Institute of Science and Technology
Moscow, Russia Research Intern Aug 2018 - Feb 2019
Research directions: efficient numerical algorithms, deep learning, quantum simulations.

Research interests

— Quantum computing: classical simulation, error correction, variational optimization
— High-performance computing: GPU programming, distributed HPC algorithms

— ML: graph deep convolutional neural networks, reinforcement learning



Primary research work

Quantum advantage analysis via large-scale GPU simulation [15,19] June 2023 - Aug 2023

Developed a QOKit quantum circuit simulation library that simulates deep QAOA quantum circuits
5 — 10x faster. Integrated cuQuantum library to simulate 40-qubit systems on a supercomputer with
1024 GPUs

Approximate quantum simulation using tensor networks [2,10,/18] Sep 2022 - June 2023

Developed a stochastic noisy quantum circuit simulation method which allowed to simulate noisy
circuits at a reduced cost. Applied GPU-based compression algorithms to tensor network contraction
and analyzed simulation error, which allowed to increase simulation system sizes.

Quantifying quantum advantage of QAOA for MaxCut [16] June 2021 - Aug 2022

Used the theoretical performance of the fixed angle mode of QAOA to compare it to state-of-the-art
classical solvers of MaxCut. Demonstrated that a large depth of p > 12 is required to reliably achieve
advantage on large graphs.

Quantum embedding for machine learning [6] Jan 2021 - March 2021

The project used QTensor to evaluate usage of quantum embedding in few-shot learning. We identified
important circuit bypass problem, which impacts the quantum machine learning field

Parameter study of QAOA [3,/4,20] Dec 2020 - May 2021

Described symmetries of QAOA parameter landscape, developed a set of universally applicable
parameters for QAOA algorithm which increased theoretical QAOA runtime by a factor of 1000x.

GPU performance optimization for tensor network contractions [8,11] May 2021 - Dec 2021
Performed study of various linear algebra operations implemented in NumPy, CuPy and PyTorch on
GPU and CPU. Applied the study data to create an approach of Hybrid CPU/GPU tensor contraction
backend which improved simulation speed by 3 times compared to simple GPU backend and by 170
times compared to CPU backends.

Large-scale QAOA simulations [1,5}(7,9,11-14] Mar 2020 - Dec 2020
Led the development of an open-source library for simulation of large quantum circuits, which currently
provides the fastest QAOA energy calculations available. Developed an improved slicing algorithm that
reduces algorithmic complexity of tensor network contratitons. To improve numerical performance
wrote custom plain C+-+ and MKL-based kernels for contraction of tensor networks.

An adaptive algorithm for quantum circuit simulation [17] Aug 2018 - Feb 2019
Improved state-of-the-art quatnum circuit simulation algorithm with possibility to optimally compute
arbitrary set of output state probabilities. Implemented the quantum circuit simulator in Python. Web
demo: http://lykov.tech/qg.

Quantum Metrology with Linear Optics [21] Nov 2018 - Jun 2019
Created an all-optical experimental realization of the phase estimation algorithm, which has a wealth of
applications in quantum metrology. Used convolutional neural networks for regression towards phase
value based on patttern recognition.


http://lykov.tech/qg
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